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Handling High Dimensionality and 
Interpretability-Accuracy Trade-Off Issues in 
Evolutionary Multiobjective Fuzzy Classifiers  

Praveen Kumar Shukla, Surya Prakash Tripathi 
 

Abstract—Fuzzy systems are capable to model the inherent uncertainties in real world problems and implement human decision making. 
In this paper two issues related to fuzzy systems development are addressed and solutions are proposed and implemented. First issue is 
related to the high dimensional data sets. Such kinds of data sets lead to explode the search space of generated rules and results into 
deterioration of interpretability and performance of the fuzzy classifiers. To deal with this problem several data clustering algorithms are 
developed, i.e. fuzzy c-mean clustering algorithm, entropy based fuzzy clustering algorithm etc. The authors have proposed an integrated 
version of clustering algorithm by replacing the cluster center generation method of fuzzy c-means algorithm by entropy based method. 
MATLAB is used to implement the proposed fuzzy clustering. On the other hand, interpretability is the subjective feature of fuzzy system 
that quantifies its understandability. Interpretability can be improved at the cost of other, i.e. improvement in one leads to loss in other. This 
situation is called ‘interpretability-accuracy trade-off’. By handling this trade-off a number of fuzzy systems can be generated with different 
values of interpretability and accuracy parameters. Evolutionary Multiobjective Optimization is used to deal with this trade-off by proposing 
a new fuzzy classifier ‘Teacher-Performance Fuzzy Classification System’. To implement fuzzy classifier ‘Guaje’ open access software is 
used and evolutionary multiobjective optimization framework is implemented using ‘MATLAB’.              

Index Terms— Fuzzy Classification System, Fuzzy Rule Based Systems, Evolutionary Multiobjective Optimization, Fuzzy c-Means 
Clustering Algorithm, Interpretability-Accuracy Trade-Off.     

——————————      —————————— 

1 INTRODUCTION                                                                     

Fuzzy rule based classifiers [1, 2] are the automatic 
classification systems in which the knowledge is represented 
by fuzzy if-then rules. These are the important tools for 
machine learnining framework. 

Designing fuzzy systems for the high dimensional data sets [3] 
is critical research issue because these data sets leads to 
exponential growth in terms of rule search space. Several 
methods are proposed and implemented to develop accurate 
and interpretable fuzzy systems handling high dimensional 
data sets. In [4], a method of fuzzy association rule based 
classification method FARC-HD for high dimensional 
problems has been proposed and implemented. This approach 
produces the accurate and compact fuzzy rule based 
classifiers.  

In [5] a high dimensional regression problem has been 
developed using multiobjective evolutionary algorithms. This 
framework carries out learning of the database in terms of 
variables, granularities and displacements in fuzzy partitions.  

 High dimensional and large data sets are handled in the 
evolutionary multiobjective framework in [6] also. 

Multiobjective evolutionary learning of rule base is carried out 
by selecting reduced set of rules and conditions. 

Apart from the issue of high dimensionalty of data sets, 
interpretability assessment [7,9,12,13] and dealing with 
interpretability-accuracy trade-off [8,10] are the important 
research lines. Interpretability has a complete subjective 
concern to the fuzzy systems. There is no global index to 
estimate it. Interpretability and accuracy are contradictory 
with each other. The improvement in interpretability leads to 
loss in accuracy and this situation is identified as 
‘interpretability-accuracy trade-off’. A tuning approach has 
been developed in [11] for interval type-2 fuzzy systems with 
an improvement in interpretability.  

Evolutionary multiobjective optimization algorithms are 
proved as efficient tools to deal with the situation of trade-off. 
The interpretability assessment indexes are developed in [14] 
for evolutionary multiobjective optimization framework.            

In this paper, the problem of high dimensional data sets and 
multiobjective optimization framework for fuzzy classifiers 
are addressed. In section 2 the fuzzy c-means clustering algo-
rithm is introduced and its improved version is proposed. In 
section 3 the fuzzy classifier “Engineering Teacher Fuzzy 
Classification System”. Experiments and results are discussed 
in section 4. Section 5 is the conclusion and future scope.        
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2 FEATURE SELECTION IN HIGH DIMENSIONAL FUZZY 
RULE BASE CLASSIFIER (FRBC) 

This section introduces the basic concepts of FRBC. The fuzzy 
c-means clustering algorithm and entropy based clustering 
algorithm are discussed and a hybrid version of fuzzy c-means 
clustering algorithm is proposed and further analyzed. .    

2.1 Basic concepts of FRBC 
FRBC is an automatic classification system in which 
knowledge is represented by fuzzy rules. KB consists of DB 
and RB. DB contains Membership Function (MF) and Scaling 
Function (SF) related to linguistic labels whereas RB consists 
of set of fuzzy rules. The formal structure of the rule is as fol-
lows; 

mdwithiCisYthenm
nAisnxandandmAisxif .................11        

Here, nxx .........1 are the features in the problem and 
m
n

m AA ..................1 are the linguistic labels which represent the 
values of linguistic variables. In the consequent part iC is the 
class in which the particular object is classified with certainty 
degree md .  
Fuzzy inference engine is the function of inferencing classifica-
tion results as per the knowledge provided by the fuzzy if 
then rules.  
During the design of the FRBC, high dimensionality is the big 
problem which leads to exponential increment in the number 
of rules. This deteriorates the interpretability of the system 
along with its performance and creates possible over-fitting. 
To deal with the above problem, two aspects of the FRBC de-
velopment are considered,  

1. Reducing and compacting the rule set leading to min-
imize the number of fuzzy rules.  

2. The selection of appropriate features in the FRBC.  
GAs can be well used to deal with the problem of rule reduc-
tion and feature selection and it proceeds towards improve-
ment in the interpretability.     

2.2 Clustering Algorithms  
A cluster is defined as a grouping of similar kind of data point 
around a center termed as centroid. The precise identification 
of cluster can be done by ensuring their boundaries. The clus-
ters are identified in two groups; crisp cluster has precise 
boundaries but fuzzy cluster have fuzzy boundaries. Data 
clustering is the approach to model different classification 
problems. This identifies the natural groupings of the data 
from large data sets to medel the behaviour of the system. 
Several algorithms have been proposed for fuzzy clustering, 
like fuzzy c-means clustering algorithm, fuzzy ISODATA, 
fuzzy k-nearest neighbourhood algorithm etc.   

2.2.1 Fuzzy c-Means Clustering Algorithms 
Further, fuzzy c-means clustering algorithm [15] is the ap-
proach in which each data point belongs to some degree with 

a specific membership grade. It is used to perform feature se-
lection by reducing the input vector with a very less amount 
of accuracy loss.  
Let }........,,.........,{ 21 naaaA = is a set of given data. The fuzzy 
c-mean partition of A is a class of fuzzy subsets of a denoted 
by  

}........,,.........,{ 21 nCCCC = which satisfies the following con-
ditions 
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Here c is a positive constant.  
Given a set of data }........,,.........,{ 21 naaaA = where ka in gen-
eral is a vector of all nk ∈ .The objective of the fuzzy partition 
is to find a fuzzy pseudo partition and the associated cluster 
centres by which the structure of the data is represented as 
best as possible.    
A performance index (PI) is required to be developed and 
formulated to solve the problem of fuzzy clustering. Normally 
PI is based on the cluster centres cwww .,,.........2,1 associated 
with the partition approximated by the following formula, 
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Where 1>m is a real number that governs the influence of 
membership grade. The PI of a fuzzy pseudo partition P is 
denoted by )( pmL and expressed as follows;  
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Here 2
ik wx − represents the distance between kx and iw .  

2.2.2 Entropy Based Fuzzy Clustering  
In this approach the entropy values of data points are calculat-
ed and after that the points with minimum entropy values are 
selected as cluster centers [16].  
Follwing assumptions are made for this approach,  
1. n dimensional space and m data points are considered to be 
clustered. Here each data point is represented by ix where 

mi ,.......,2,1= . Now the data set is represented by nm× ma-
trix.  
2. The Euclidian distance between two data points is calculat-
ed as below 

∑
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3. The similarity between two points is calculated as follows; 
ijeSI

ED
ij

η−
=    
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Here η is the numerical constant.   
The calculation of η  depends on the statement that the simi-
larity value ijSI is equal to 0.5. The distance between two data 
points become equal to the mean distance MD .  
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The calculation of η is done as follows; 

MD
5.0ln

=η  

4. Calculation of entropy is done as follows;  
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2.2.3 Proposed Clustering Approach: Hybrid Entropy 
Based c-means Fuzzy Clustering  

The fuzzy c-mean clustering algorithm is improved by apply-
ing the entropy based method to decide the cluster center. The 
modified algorithm is as follows:   
1. n dimensional space and m data points are considered to be 
clustered. Here each data point is represented by ix where 

mi ,.......,2,1= . Now the data set is represented by nm× ma-
trix.  
2. The Euclidian distance between two data points is calculat-
ed as below 

∑
=
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k
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3. The similarity between two points is calculated as follows; 
ijeSI

ED
ij

η−
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Here η is the numerical constant and will estimated as 
previous steps.   
4. Calculation of entropy is done as follows;  
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5. The Eucledian distance is calculated between ith data point 
and the jth cluster center in the pth dimension,  

||)(|| jpipijm CCxD −=  

6. Update fuzzy membership matrix UF as follows: 
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3 EVOLUTIONARY MULTIOBJECTIVE OPTIMI-
ZATION FRAMEWORK: ENGINEERING 
TEACHER FUZZY CLASSIFICATION SYS-
TEMS  

Multiobjective Evolutionary Algorithms (MOEA) are used to 
develop fuzzy systems and found efficient in dealing with the 
interpretability-accuracy trade-off. The basic concepts of evo-
lutionary multiobjective optimization are well discussed in 

[19,21]. Few frameworks of MOEA for developing fuzzy sys-
tems are developed in [17,18]. The review related to evolu-
tionary multiobjective fuzzy systems is carried out in [20,22].    
A fuzzy classification system has been proposed to classify the 
teachers into three classes according to their performance. The 
input parameters for this decision making are as follows:  

1. Teaching quality (Communication, Presentation and 
Content Delivery) (TQ) 

2. Regularity & Punctuality in the Class (RPC) 
3. Completion of Syllabus (COS)   
4. Student Satisfaction on Quires (SSQ)  

According to above input information there are four classifica-
tions; 1- Excellent, 2- Good, 3-Average and 4-Poor. The block 
diagram of fuzzy classifier is given in Fig. 1.  
 

  

 

 

Fig. 1 Engineering Student-Fuzzy Classification System 

The membership functions for the above input parameters are 
as follows: 

 

Fig. 2 Membership Function of TQ 

 

Fig. 3 Membership Function of RPC 
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Fig. 4 Membership Function of COS 

 

Fig. 5 Membership Function of SSQ 

4 EXPERIMENTS & RESULT ANALYSIS  
4.1 Feature Selection in High Dimensional Fuzzy Clas-
sifiers  
To show the performance of proposed approach for feature 
selection in high dimensional data sets. The experiments are 
carried out using the data set ‘Breast Cancer Wisconsin (Origi-
nal) Data Set’ (Mangasarian and Wolberg (1990)) available in 
UCI Machine Learning Repository 
(https://archive.ics.uci.edu/ml) [23].     
The attribute information about the data is as follows;  

1. Sample code number: id number  
2. Clump thickness: 1-10 
3. Uniformity of cell size: 1-10 
4. Uniformity of cell shape: 1-10 
5. Marginal adhesion: 1-10 
6. Single epithelial cell size: 1-10 
7. Base nuclei: 1-10 
8. Bland chromatin: 1-10 
9. Normal nucleoli: 1-10 
10. Mitoses: 1-10  
11. Class (2 for beginning and 4 for malignant) 

The other information is given in Table I. 
 

TABLE I 
DATA SET CHARACTERISTICS 

 
Characteristics of data sets  Multivariate  
Number of instances  699 
Attribute characteristics  Integer  

Number of attributes  10 
Type  Classification  

The fuzzy rule based classification system has been generated 
by the open access software ‘Guaje’ [24].  
Experiment-1  
The results are summerized in Table II.  
Method for rule generation: Wang Mendel 

TABLE – II 
ACCURACY & INTERPRETABILITY PARAMETERS 

Details of Features Values 
Accuracy 98.6% 

 NOR 272 

 
Interpretability 
 
 
 

TRL 2720 
ARL 10 
Average Theoretical 
Fired Rules   

10 

Logical View Index 
(LVI) 

0.657 

The clustering results are given in fig. 6. The parameters are 
set as follows; Maximum iteration: 100, exponent: 2.0, iteration 
count : 12. 

 

 
Fig. 6 Cluster Center Identification 

Experiment-2  
The methods are summarized in Table III.   
Method for rule generation: Fuzzy Decision Trees  

TABLE - III 
Details of Features Values 

Accuracy 98.6% 
 
Interpretability 

NOR 272 
TRL 2720 
ARL 10 
Average Theoretical Fired 
Rules   

10 

Logical View Index (LVI) 0.657 
 
4.2 Proposed system (Teacher Performance-Fuzzy Classi-
fication Systems) 
The interpretability of the proposed system is assessed in 
terms of Number of Rules (NOR), Total Rule Length (TRL), 
Average Rule Length (ARL), Average Fired Rules (AFR) and 
Nauck’s Index (NI). On the other hand, accuracy is measured 
in terms of Percentage of Correctly Classified Students (PCS). 
The results of interpretability and accuracy on different values 
of NOR are given in Table IV.    
 

Y 

    
X 

IJSER

http://www.ijser.org/
https://archive.ics.uci.edu/ml


International Journal of Scientific & Engineering Research, Volume 5, Issue 6, June-2014                                                                                                                669 
ISSN 2229-5518   

IJSER © 2014 
http://www.ijser.org  

TABLE IV 
INTERPRETABILITY AND ACCURACY PARAMETERS 

 
On the different input MFs, the effect of using linguistic hedg-
es has been studied. The linguistic hedges are; more-or-less 
and strictly. The linguistic modifiers have improved the accu-
racy as per the results in Table V.  
 

TABLE V 
 COMPARATIVE RESULTS: LINGUISTIC HEDGES 

Condition Accuracy Nauck 
Index 

NOR TRL 

Without LH 79.9% 0.012 20 80 
With LH 82.3% 0.012 20 80 

 
LH=Linguistic Hedges   
As discussed in [25] by Alcala et al. the multiobjective formu-
lations are as follows: 

)(
)(1

PECSStudents
ClassifiedCorrectlyinErrorPercentagexg =

 

)()(2 NORRulesofNumberxg =  
)()(3 TRLLengthRuleTotalxg =  

Formulation 1:  
NORPECS  minimize and   minimize  

Formulation 2: 
TRLPECS  minimize and   minimize  

The single objective maximization formulations are as follows: 
Formulation 1: 
 )()()( 2111 SgwSgSf −=  
      )()()( 1122 SgwSgSf −=  
Formulation 2: 

)()()( 3211 xgwxgsf −=  
)()()( 1232 xgwxgsf −=  

The nondominated solution as per the formulation 1 and 2 are 
shown in Fig. 7 and 8.  
It is to be noted that the formulations above discussed are in-
directly representing the following;  

bilityinterpreta maximize andrror   minimize e  
The error is measured in terms of PECS and interpretability is 
measured in terms of NOR and TRL. 

 

 
Fig. 7 Pareto Front with Formulation 1 

 

Fig. 8 Pareto Front with Formulation 2 

Exper-
iments  

Interpretability 
Accu-
racy 

Nauck’s 
Index 

NOR TRL ARL AFR PCStst 

E1 0.017 15 60 4 5.26 70.1 % 
E2 0.012 20 80 4 7.89 79.9% 
E3 0.010 25 100 4 7.22 96.2% 
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5 CONCLUSIONS AND FUTURE SCOPE  
High dimensionality of data sets and interpretability accu-

racy trade-off are two major issues in developing the fuzzy 
systems. This paper proposes a new approach to deal with 
high dimensional data sets. The fuzzy c-mean algorithm is 
improved by replacing its cluster generation method as used 
in entropy based clustering. The clustering precision of data 
sets is improved using this approach. The proposal is imple-
mented in MATLAB. Evolutionary multiobjective optimiza-
tion is used to deal with the interpretability-accuracy trade-off. 
Multiple fuzzy systems are generated with different trade-off 
values of interpretability and accuracy parameters. The prob-
lem is formulated using multiobjective formulations and Pare-
to front are generated.       

In future the authors will be interested in developing the 
fuzzy systems dealing with high dimensional data sets in evo-
lutionary multiobjective optimization envioornment. Inter-
pretability improvement and trade-off management would be 
on the prime concern. The improvement in search capability of 
evolutionary multiobjective optimization algorithms would 
also be a new research line particularly in high dimensionality 
problem.   
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